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ABSTRACT

Segmentation of infrared (IR) ship images is always a
challenging task, because of the intensity inhomogeneity
and noise. The Fuzzy C-Means (FCM) clustering is a

classical method widely used in IR ship image segmentation.

However, it has some shortcomings, like not considering the
spatial information or being sensitive to noise. In this paper,
an improved FCM algorithm based on the spatial
information is proposed. The improvements include two
parts: (1) adding the non-local spatial information based on
the ship target; (2) using the spatial shape information of the
contour of the ship target to refine the local spatial
constraint by Markov Random Field (MRF). A pre-
processing procedure and a target selection method are also
used to further improve the performance of the segmentation
result. Experimental results show that our method is very
effective and performs better than the conventional FCM
methods in segmentation of the infrared ship images.

Index Terms— Image segmentation, FCM, MREF,
Spatial information, IR ship image

1. INTRODUCTION

In recent years, IR imaging systems are widely used in
maritime surveillance, including the IR ship target detection
[1, 2], segmentation [3], tracking [4], enhancement [5, 6],
etc. In this paper, we focus on the segmentation of the IR
images. However, the IR ship images usually have some
properties, such as low target-to-background contrast, low
signal-to-noise ratio, the lack of details, and intensity
inhomogeneity, which make it difficult to segment the ship
targets in infrared images [1, 2]. Many methods were
proposed to deal with the segmentation of the infrared ship
images. Otsu’s method [7] is a well-known thresholding
segmentation method. However, this method would not
perform well when the histogram of the IR ship image is
unimodal or close to unimodal [8]. The minimum error
thresholding algorithm [9] is another frequently used
thresholding method. However, in this method, both classes
are assumed to have a Gaussian distribution, which no
longer holds for the real IR ship images [10]. Mean shift
(MS) [11] is a nonparametric clustering method, which has
been used to segment the IR ship image. However, it would
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not have a good performance if the original distance metric
fails to capture the underlying cluster structure [12]. Active
contour based methods are also widely applied in the
segmentation of the IR ship images. Chan-Vese model (C-V)
[13] is a commonly used contour based method and it
performs well for the infrared image segmentation. However,
it could only be used for the segmentation of the images
with simple homogeneous intensities [14]. An improved
method based on C-V is active contour model driven by
local image fitting energy (AC-LFE) [15], but it is sensitive
to the initialization of the contour [16]. FCM [17] is a
classical clustering method, which has been utilized in the
segmentation of the IR ship images. However, it does not
consider any information about spatial context [18]. Thus, it
is highly sensitive to noise [18]. Several algorithms [18-20]
have incorporated the spatial information to the objection
function of FCM to improve the performance of FCM.
However, these extensions of FCM still have some
shortcomings, for example, they only consider the local
spatial information of the IR ship images and there are at
least one parameter to control the tradeoff between the
original image feature and spatial constraint [21].

In this paper, to segment the IR ship targets in infrared
image with low-contrast and uneven distribution of intensity,
a method based on FCM and Markov theory is proposed.
Here, we utilize both the non-local spatial information and
spatial shape information to improve the performance of
FCM. Moreover, the proposed method is compared with
nine existing segmentation methods, in both the qualitative
and quantitative ways. Experimental results show that the
proposed method is very effective and performs very well
for the segmentation of the IR ship images.

2. PROPOSED METHOD
2.1. The standard FCM method [17]

FCM aims to minimize the sum of the errors between the
intensity of each pixel and the centroid of each class, with

respect to the membership z, and the centroid v, [19].

J ren :zjeg kz]/l/r:d/zk’ €y
where d , is the Euclidean distance between the pixel z, and

the centroid v, ; Qis the set of pixel locations in the image;
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¢ is the number of classes [19]. Here, c is equal to 3, because
the IR image are consisted of sky, sea and ship targets; m is
the fuzzifier value (1 for hard clustering, and increasing for
fuzzy clustering) and is usually set as 2 [22].

The membership functions should satisfy [19]:

wpelod], X =l ©)
Considering the constraints above, we calculate the first
derivatives of Jrc), with respect to Hy and v, and set them to

zero, resulting in the following two conditions for
minimizing Jrcy, [19]:

c 2/(m-1)
My = 1/lel(dfk/dﬂ) ’ ©)
O =2 M7 [ 2 ot &)
The FCM optimizes Jrcy with respect to 4, and v, by

iterative method to complete the segmentation.

The main drawback of the standard FCM method is that
the objection function does not take any information about
spatial context into consideration [18]. Therefore, it is
sensitive to noises.

2.2. The proposed FCM

2.2.1. Improvement of FCM based on non-local spatial
information
In order to overcome the drawback of FCM, we add a term
on the objection function based on the ship target to make
use of the non-local spatial information. As it is known, if a
pixel is closer to the centroid of the ship target, then it
should have bigger degree of membership to the ship target.
Therefore, if the centroid of the ship target and the possible
area of the ship target are known, a weight could be
constructed to improve the performance of FCM. In fact, the
centroid of the ship target and the possible area of the ship
target could be obtained from the pre-processing procedure
which will be discussed in detail in Step 2 of 2.2.4.

Then, we can rewrite the objection function with the
weighted term as follows.

Trew =2 <0 Yo (ﬂjkafk )mdfz'k ) ®)

where 0, is the weighted term and it can be mathematically

expressed as:

2 2 Ve
0 ~(dag/ iy, -0 (v | ©

where diag is the length of the diagonal line of the possible

area of the IR ship target, (xo, yo) is the coordinate of the
centroid of the IR ship target. Here, we assume that the
larger the £ is, the larger the class it represents.

2.2.2. Improvement of FCM based on spatial shape
information
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Fig. 1. The straight lines of the ship target

In 2.2.1, we utilize the non-local spatial information and add
a weight on the objection function of the standard FCM to
suppress the effect of noise. Chen al. [19] proposed a Gibbs
Fuzzy C-means (GFCM) method, in which they combined
the FCM with MRF, and introduced the prior probability

P.(k) of MRF to indicate the local spatial constraint. The
refusable level 1-P, (k)is defined as the resistance of the
neighbors N, to assign the pixel s to the label £ [19]. This

method actually adds a weighted term l—PS(k) on the

objection function of FCM. However, they do not consider
the situation that the neighborhood pixels of different
distributions have different effects on the pixels in the
boundary of the ship target, so that the contour of the ship
target could not be accurately segmented. In this paper, we
make use of the shape spatial information to overcome this
problem. Fig. 1 shows some situations.

In Fig. 1, the pixels with yellow color are assumed on
the contour of the ship target. If most of the pixels labeled
by 2, 3,4, 5, 6 and 7 (the pixels with white color) have small
degrees of membership to the ship target, then the pixel (7, f)
is easy to be wrongly clustered by the GFCM method. To
overcome this problem, we introduce a weight to revise the
refusable level.

Based on the analysis above, we could replace the

refusable level 1- P, (k) with the following formula:

& (1) =y(1- . (8))(1-4, (K)). ™
where (l—ps (k)) keeps unchanged, (l—qs(k)) is the

weight we add. According to the Hamersley-Clifford theory
[19] and special Multiple Level Logic (MLL) model [19], it
could be calculated as follows:

q,(k)=exp(-L,(k)/5°)/Z, ®)
where £ is a constant called temperature, which is assumed

to be 1 [22]; L, and Z can be calculated as the following
equations.

L(k)=(1- g, (x=1,y-1))(1- g (x +1,y+1))
(1= (x=1,2)) (1= 1 (x+1, )

1
> 9
+(1—,uk (x,y—l))(l—,uk (x,y+1))
+(1—,uk (x—l,y+1))(1—,uk (x+1,y—l))
where 4, (x, y) is the degree of membership of the pixel
(x, y) belonging to the & class.
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2.2.3. The proposed FCM

In this paper, we utilize both the non-local spatial
information and the spatial shape information to improve the
performance of FCM. The objection function of the
proposed FCM is expressed as follows:

Trew =2 o (:0,) & (). 1y

The objection function J ., could be minimized in a
similar way to the standard FCM [17]. Then, we have:

/B?) (10)

u,k=(d;,3§ /Z“ 43¢ (k /a,k, (12)
Uy = ;((ﬂ/k Jk / /Z 1,0 /k g )) (13)

Iteratively, the segmentation of the IR ship images could be
achieved.

2.2.4. The whole procedure of our method

Before the segmentation of the IR ship targets, a pre-

processing procedure is developed to suppress the

background and noise.

Step 1: The source images are smoothed by a Gaussian filter
to suppress the effect of noise. The size of the filter is 3
and the standard deviation used is 0.5.

Step 2: The variance matrix of the image is calculated to
roughly locate the ship target. In this process, the
Chebyshev's inequality [23] is used to select the
appropriate threshold.

P{v-E, > ko, }<1/(1+K), (14)

where £ is the expectation of the variance matrix and o,

is the standard deviation of the variance matrix. k£ is a
constant.
For simplicity, the variance matrix could be
normalized as follows [23].
D(x,y), D(x,y) <
D n (x’ y ) = )
1, D(x, y) >1

D(x,y)=(U(x,y)—MinU)/(MaxU—Minu), (16)

where Min, and Max, are the minimum and the

(15)

maximum of the variance set, respectively.
According to the Chebyshev's inequality, the
threshold could be u+ ke o [23], where 1 and o are the

expectation and the standard deviation of D,
respectively. k is assumed to be 10, to suppress the
influence of the noise pixels. If the value of D, is larger
than the threshold, it is reasonable that the corresponding
pixel belongs to the IR ship target. Then, the centroid and
the possible area of the IR ship target could be roughly
obtained.

Step 3: Here, we make use of the top-hat [5] filtering with a
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Fig. 2. The flow chart of our method

disk structuring element to suppress the extensive
continuous background. Considering that the location and
the size of the IR ship target have been roughly estimated,
the radius R of the disk-shaped structuring element could
be adaptively calculated as follows.

R= 2x(min(w,h))2/2, (17)

where w and A are the width and the height of the
possible area of the IR ship target, respectively.

Step 4: Then the K-Means [24] method is used to initialize
the degree of membership and the original centroid of the
improved FCM.

Step 5: The proposed FCM in this paper is used to segment
the ship target in IR images. In 2.2.3, the proposed FCM
has been described in detail.

Step 6: An IR ship target selection method based on the
characteristics of the IR ship target is used to extract the
ship targets from the segmentation results in this step.
According to prior knowledge, the ratio of the length and
width of the IR ship target should be less than 6. Also, the
ratio of upper 1/3 area and lower 2/3 area of the ship
target should be less than 1. For example, in the
segmentation result, if the ratio of the length and width of
a region is less than 6, and also the ratio of the upper 1/3
area and lower 2/3 area of this region is less than 1, then
this region is selected as the ship target. Otherwise, this
region should be regarded as the background.

The flow chart of our method is shown in Fig. 2.

3. EXPERIMENTAL RESULTS

We tested our method on 200 IR images, which include
different ship targets and backgrounds. The size of the
images ranges from 320x256 to 720%x576. The IR ship
image dataset is supplied by the co-researchers [25].

3.1. Qualitative evaluation

Our method is compared with nine existed methods, and
these comparison methods could be roughly divided into
thresholding based methods, clustering based methods,
contour based methods and others. The thresholding based
methods include the minimum error thresholding algorithm
[9], the maximum entropy based method [26] and the 2D
entropy based method [27]. The clustering based methods
include FCM [17], the spatial fuzzy c-means method [20],
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Fig. 3. Comparison results

and mean-shift [11]. And, the active contour based methods
include C-V [13], and AC-LFE [15]. Also, another effective
method called iterative method [25] is used. Some
comparison examples are shown in Fig. 3.

In Fig. 3, we can see that the segmentation results of the
thresholding based methods are not satisfying. For the
images with high contrast, the segmentation results are
acceptable (e.g., the images of the first row). However, the
background would be wrongly classified into the ship target,
if the IR images have low contrast (e.g., the images of the
fifth row). The clustering based methods may merge the sea
clutters into the ship target, if the sea clutters in images are
near the ship target (e.g., the images of the third row). The
C-V method could only segment the images with
homogeneous intensities in each region [14], and the AC-
LFE method overly depends on the initialization of the
contour, thereby, they do not work for the segmentation of
the IR ship images (e.g., the images of the fourth and fifth
rows). The iterative method is effective, but it suffers the
noise around the ship target and the uneven intensity (e.g.,
the images of the second and third rows). Obviously, it can
be seen from the comparison results that the proposed
method could accurately extract the ship targets (e.g., the
images of the third and fifth rows), and the performance of
the proposed method is evidently superior to other methods.

3.2. Quantitative evaluation

To further verify the validity of our method, quantitative
evaluations, including misclassification error (ME) [28] and
relative foreground area error (RAE) [29] are used. The ME
is the percentage of the pixels which are wrongly classified.
RAE represents the segmentation accuracy between the
segmented image and the reference image. A smaller RAE
reflects a better segmentation, so is ME. And, the
comparison results are listed in Table 1.

From Table 1, we can see that the proposed method has
smaller values of ME and RAE in average than other
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methods, which implies that our method is effective and
robust. And, our method performs better than the other nine
methods for the segmentation of the IR ship images.

Table 1. Quantitative comparison results
ME RAE
Methods . - . -
Max Min Aver Max Min Aver
age age
MinError | 0.9296 | 0.0009 0.5028 0.9989 | 0.0090 | 0.8040
Entropy 0.9726 | 0.0002 0.2645 0.9988 | 0.0015 0.7598
2D
0.9940 | 0.0001 0.3954 | 0.9997 | 0.0009 | 0.7742
Entropy
FCM 0.8067 | 0.0042 0.4790 | 0.9989 | 0.0035 0.9060
SFCM 0.7841 | 0.0178 0.3826 0.9987 | 0.0008 0.8951
MS 0.9710 | 0.0005 0.4954 0.9985 | 0.0381 0.8623
C-v 0.9468 | 0.0083 0.3829 0.9986 | 0.1177 0.8689
AC-LFE | 0.6104 | 0.0004 | 0.0713 0.9709 | 0.0066 | 0.5737
Iterative
. .0002 .02 9894 .0034 .3594
Method 0.9637 | 0.000: 0.0259 | 0.989 0.003 0.359
Our
1 K . .
Method 0.1375 0 0.0151 0.9956 0 0.2642

4. CONCLUSION

This paper presents an effective segmentation method for
ship target in IR images. To enable the robust segmentation
and overcome the disadvantages of the FCM based methods,
both the non-local spatial information and spatial shape
information are used to improve the performance of FCM.
From the quantitative and qualitative comparisons, it can be
seen that the proposed method is very effective for
segmentation of the IR ship images and it outperforms the
existed algorithms.
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